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Hyperparameter Optimization

Hyperparameter optimization can be formulated as a bilevel optimization
problem.

min
λ
LV (λ,w∗) subject to w∗ = arg min

w
LT(λ,w)

Goal: Find the optimal hyperparameters λ∗ that minimizes the validation objective
after training.

Parametric Best-Response Function

Best-response function maps hyperparameters to the optimal parameters w∗:

r(λ) = arg min
w
LT(λ,w)

Substituting the best-response function in the validation objective converts the
bilevel problem to a single-level problem.

Idea: Learn a parametric best-response function rφ with hypernetwork and
jointly optimize hypernetwork and hyperparameters.

min
φ

Eε∼p(ε|σ) [LT(λ + ε, rφ(λ + ε))] , min
λ
LV (λ, rφ(λ))

Self-Tuning Networks (STNs)

Self-Tuning Networks (STNs) parameterize the best-response functions (with
further structure imposed) as:

rφ(λ) = Φλ + φ0

Method: Jointly optimize hypernetwork and hyperparameters with structured
best-response function.

Contributions

Introduce an improved hypernetwork architecture that efficiently
optimizes hyperparameters online.

• Improve convergence and stability in training Self-Tuning Networks (STNs).

• Accurate approximation of the best-response Jacobian instead of the full
best-response function.

• Achieve better generalization in less time, compared to existing approaches to
bilevel optimization.

• Open-sourced (∆-)Self-Tuning Networks:
https://github.com/pomonam/Self-Tuning-Networks

Fix 1: Centered Hypernetwork

Use a centered parameterization of the hypernetwork (with further structure
imposed for neural networks):

rθ(λ,λ0) = Θ(λ− λ0) + w0

• λ0: “current hyperparameters”, w0: “current weights”

• Θ: how the weights are adjusted in response to a perturbation to λ
(best-response Jacobian)

Use a modified update rule to separately train parameters and best-response
Jacobian.

arg min
w0

LT(λ,w0), arg min
Θ

Eε∼p(ε|σ) [LT(λ + ε, rθ(λ + ε,λ))]

Advantages:

• Improve the conditioning of the Gauss-Newton Hessian.

• Fix undesirable bilevel optimization dynamics.

• Eliminate any bias to the optimal w∗0 induced by the perturbation.

• Enhance the stability and convergence in training STNs.

Fix 2: Direct Approximation of Best-Response Jacobian

It is unnecessary to account for the nonlinear effect of large changes to w0, as
the hypernetwork is only used to estimate the best-response Jacobian.

Idea: Linearize the network around
the current parameters r(λ0) = w0.

Directly approximate the best-response
Jacobian instead of learning
the full best-response function.

Network prediction with linearized hypernetwork:

y′ = f (x, rθ(λ0 + ε,λ0),λ0 + ε, ξ) ≈ f (x, rθ(λ0,λ0),λ0 + ε, ξ) + Jyw∆w

= f (x,w0,λ0 + ε, ξ) + JywΘε,

where Jyw = ∂y/∂w is the weight-output Jacobian. This relationship can also be
written with ∆y ≈ Jyw∆w = JywΘε. The linearization can be efficiently computed
using forward mode automatic differentiation

Advantage: Accurate approximation of the best-response Jacobian.

Training Algorithm for ∆-STNs

Method: Jointly optimize the structured hypernetwork and hyperparameters.

Initialize: hypernetwork θ = {w0,Θ}, hyperparameters λ.
while not converged do

for t = 1, ...,Ttrain do
ε ∼ p(ε|σ)
w0 ← w0 − α1∇w0

(LT(λ, rθ(λ,λ)))
Θ← Θ− α1∇Θ(LT(λ + ε, rθ(λ + ε,λ))) . Linearization with fwd mode autodiff.

for t = 1, ...,Tvalid do
ε ∼ p(ε|σ)
λ← λ− α2∇λ(LV (λ + ε, rθ(λ + ε,λ0)))|λ=λ0

σ ← σ − α3∇σ(LV (λ + ε, rθ(λ + ε,λ))− τH[p(ε|σ)])

Linear Regression on UCI dataset

Tune L2 regularization and input dropout rate.

Image Classification & Language Modelling Tasks

Tune ∼30 regularization hyperparameters (e.g. dropout rate, number of Cutout
holes, random translation/degrees) on various datasets and architectures.

Figure: Final validation/test performance on image classification and language modelling tasks.

Figure: A comparison of the best validation loss achieved by random search, Bayesian optimization,
STNs, and ∆-STNs over time for AlexNet. Hyperparameter schedules found by ∆-STNs.

https://github.com/pomonam/Self-Tuning-Networks

