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Introduction: Hyperparameter Optimization

Hyperparameter is a bilevel optimization problem.

min
λ
LV (λ,w∗) subject to w∗ = arg min

w
LT (λ,w),

• LV ,LT ,: Validation, Training objectives

• λ,w: Hyperparmaeters, Parameters

Goal:

Find the optimal hyperparameters λ∗ that minimizes the validation

objective after training.
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Introduction: Parametric Best-Response Function

Best-response function is defined as:

r(λ) = arg min
w
LT (λ,w)

Idea: Learn a parametric best-response function with hypernetwork

and jointly optimize hyperparameters and parameters.

min
φ

Eε∼p(ε|σ) [LT (λ + ε, rφ(λ + ε))] , min
λ
LV (λ, rφ(λ))
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∆-STNs

Self-Tuning Networks (STNs) parameterize the best-response

functions (with further structure imposed) as:

rφ(λ) = Φλ + φ0,

Proposed:

∆-STNs that fix subtle pathologies in training STNs. It can

optimize hyperparameters with:

• Higher accuracy

• Faster convergence

• Improved stability
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∆-STNs: Centered Parameterization

Advantages

• Improves the conditioning of a lower-level problem

• Fixes undesirable bilevel dynamics
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∆-STNs: Modified Update Rule

Proposed parameterization:

rθ(λ,λ0) = Θ(λ− λ0) + w0

• λ0: “current hyperparameters”

• w0: “current weights”

• Θ: how the weights are adjusted in response to a

perturbation to λ

Modify the training objectives by separating:

arg min
w0

LT (λ,w0)

arg min
Θ

Eε∼p(ε|σ) [LT (λ + ε, rθ(λ + ε,λ))]
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∆-STNs: Direct Approximation of Best-Response Jacobian

Problem:

If the perturbation is large, it is difficult to approximate

best-response function as linear within the region.

Fix:

Linearize the network around the current parameters r(λ0) = w0.

Directly approximates the best-response Jacobian instead of

learning the full best-response function.
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Experiments



Linear Regression: UCI Regression dataset

Tune L2 regularization penalty & input dropout rate.
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Image Classification & Language Modelling

Tune per-layer dropouts & data augmentation hyperparameters.
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Sensitivity Analysis

∆-STNs are more robust to hyperparameter initialization &

perturbation scale.
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